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Speech quality is generally modelled as the audio quality of a system-enabled transfer be-
tween speaker and listener. In the absence of a reference signal however, this audio qual-
ity alone cannot explain a listener’s (subjective) quality assessment. We introduce an initial
speaker dependency module which can be used to extend existing audio quality models with a
voice- and pronunciation agreeability model. During development, the ITU-T’s Recommenda-
tion P.863 speech quality standard was used as the audio quality model. An exhaustive search
through 1028 speech characteristics revealed the speaker’s medium pitch during vowels as the
most discriminating additional feature for P.863. The speaker dependency module was trained,
tested and validated using two distinct data sets. The RSME* = 0.01 MOS of the combined
model significantly outperformed P.863’s RMSE* = 0.05 MOS. Moreover, we show that mod-
elling the impact of pronunciation agreeability can further improve the speaker dependency

module.

0 Introduction

Research on the quality of a system transferring speech
between a speaker and a listener has traditionally focused
on the audio quality of the system under test: is the sig-
nal before transfer (perceptually) equivalent to the signal
presented to the listener (e.g. after storing and playing on
an LP)? The severity of audio degradations are modelled
to approximate the average human opinion when asked
to evaluate the quality of the speech signal (speech qual-
ity). Unless asked to directly compare two signals, hu-
mans do not process speech with such a focus on the trans-
fer medium. As a result, human evaluations made without
comparison to a reference signal are biased by factors un-
known to audio quality models. Gathering speech quality
assessments like this is known as an Absolute Category
Rating (ACR) experiment [10]. In ACR experiments sub-
jects also take into account voice agreeability aspects and
possibly pronunciation agreeability. The agreeability as-
pects reflect the (on average) preference for certain voices
over others. This type of experiment is used because it pro-
vides quick and accurate assessment of any voice process-
ing system, including those using signal enhancement tech-
niques.

Speech quality can be considered as the combination
of three quality aspects: audio quality, voice agreeability
and pronunciation agreeability. Audio quality reflects dis-
tortions from the recording and reproduction system and
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is usually the scope of speech quality experiments. Voice
agreeability models the characteristic and stable aspects
in the voice. Pronunciation agreeability reflects how the
speech content was expressed (due to conscious effort, the
emotional state and other contextual effects). Note that all
three are speech quality aspects, although the voice- and
pronunciation aspects will individually be referred to as
agreeability aspects.

In the development of objective measurement systems
such as ITU-T’s Recommendation P.863 speech quality
standard [3, 4], the focus is on the audio quality. Because
standard subjective quality assessments use the ACR type
experiments, voice- and possibly pronunciation agreeabil-
ity will also impact the perceived speech quality. These
quality aspects are also unavoidable in the increasingly rel-
evant assessment of voice-enhanced signals, where the ‘de-
graded’ output signals of a system might be preferred to
the originals. Currently speech quality models (e.g. P.863
or [16]) model neither voice- nor pronunciation agreeabil-
ity aspects accurately. This paper investigates the impact
of all three quality aspects on the overall perceived speech
quality.

Previous work on quantifying voice quality or agreeabil-
ity mostly focused on specific types of outlier voice qual-
ities, such as dysphonia [20] or creaky voices [13]. Al-
though analysis focuses on these voice qualities, the speech
characteristics used have also successfully been used to
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characterize typical voices (e.g. using the Harmonic-To-
Noise ratio to predict speaker age[8]). An understanding
of typical voice quality is also of importance in speech
synthesis[9], although these works focus on emulating
rather than measuring natural voice quality. Synthetic voice
quality may benefit from improved voice quality models.
Voice timbre is related to voice agreeability. In order to
quantify the overall voice timbre speech characteristics
have been introduced based on the average power den-
sity spectrum of the signal [4, 14]. Pronunciation quality
or agreeability as defined here has mostly been investi-
gated in the context of emotion recognition [7] or assign-
ing personality traits to the speaker [17]. The term ‘pro-
nunciation quality’ has also been used to score how well
(non)native speakers can pronounce the speech content in
a language [15].

Two subjective speech quality experiments are designed
with the main goal of creating a speaker dependency mod-
ule that can be used in combination with P.863. P.863 cur-
rently quantifies audio quality, and the module aims to
model voice- and possibly pronunciation agreeability. In
Section 1 the first speech quality experiment is introduced,
focusing on quantifying a universal voice agreeability in
the presence of audio quality degradations. It is followed
by an ANalysis Of VAriance (ANOVA). The second ex-
periment and its ANOVA are introduced in Section 2, and
includes aspects of audio, voice- and pronunciation quality
aspects. The approach to, and results of, training a speaker
dependency module by extending the P.863 audio quality
model is described in Section 3. This includes training a
voice agreeability model on the data from the first exper-
iment and validating it on the wider-scope data from the
second experiment, as well as a further extension to an
initial pronunciation agreeability model. The significance
and limitations of this work are discussed in Section 4, in-
cluding the importance of a more extensive pronunciation
agreeability model. Finally, in the concluding Section 5 the
significant findings are reiterated.

1 Human ground truth 1

The aim in the first experiment is to investigate the pres-
ence of a universal voice agreeability. In order to quan-
tify the impact of the audio- and voice quality aspects on
the overall speech quality, an experiment was set up that
1) varies the audio quality by introducing audio degrada-
tions and 2) varies the voice agreeability by having mul-
tiple speakers. The pronunciation agreeability varies min-
imally as speakers were instructed to always use a neutral
voice. The aim is to find voice agreeability aspects which
generalize. For this reason the speech content is varied as
much as possible and a large number of listeners is used for
the quality assessment, including many who are not native
Dutch speakers.

1.1 Methodology

Speech quality is measured per individual using an ACR
type scale (i.e. without a reference signal) on a 9 point
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MOS scale. The individual results are then averaged, re-
sulting in Mean Opinion Scores (MOS) known as MOS-
Listening Quality Subjective (MOS-LQS).These MOS-
LQS results were linearly re-scaled to a 5-point scale for
comparison with results from the second (5-point scale) ex-
periment, and for comparison to P.863 predictions in terms
of MOS-Listening Quality Objective (MOS-LQO 5-point
scale). The methodology described in this Section largely
follows ITU-T Recommendation P.800[10], as also applied
in the subjective experiments used in the development of
the P.863[4] audio quality model, Section 1.

First the experimental design will be introduced, fol-
lowed by descriptions of the speech file preparation and
the subjective quality evaluation procedure. Finally an
ANOVA of the subjective results is presented.

1.1.1 Design

The audio quality was varied by using the clean refer-
ence recordings and introducing four types of audio degra-
dations:

pink noise (SNR 25 dB)

bandwidth limitation (0-8000 Hz)

packet loss (losing 10% of packages at 20ms)

impulse noise (based on a Gaussian mixture generator
available at[19] 1)

Ll S

In order to vary the voice agreeability there were two male
and two female speakers (aged between 30 and 63). Each
of the native Dutch speakers read out 25 pairs of unique
sentences, resulting in (5 audio conditions x 4 speakers x
25 sentence pairs =) 500 speech recordings. The large vari-
ation in speech content allows for a better modeling of the
average voice agreeability of each of the four speakers in-
dividually.

As there are too many speech recordings to evaluate in
a single session, each listener (i.e. person evaluating the
speech quality) only assessed a subset of the recordings.
As the experiment focuses on voice agreeability, the subset
presented to each listener varies maximally in voices and
speech content. As a result each listener did not hear all
audio quality versions of the same file. The subsets were
randomly chosen by splitting the 25 sentence pairs of each
speaker into groups of 5. Each group of 5 was presented
after applying one of the 5 audio quality degradation types.
This results in every listener evaluating 100 speech files.
In order to compensate for ordening and learning effects
in the experiment, the audio files were played in one of 20
random orders to each listener.

1.1.2 Data acquisition

Four Dutch native speakers were recorded in a low-noise
anechoic room with high-quality equipment. Speech was
pre-processed to be super wideband (40 Hz - 14 kHz),
and saved as 48 kHz PCM files. The playback levels of

I'The impulse noise was generated using default parameter val-
ues, adding the noise mixture to each signal as +10~2noise
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the recordings were all calibrated following ITU-T Rec-
ommendation P.56[11]. The audio quality in terms of pre-
dicted MOS of the clean recordings, as estimated by P.863,
lies between 4.70 and 4.75, the theoretical maximum.

1.1.3 Participants & Procedure

102 listeners gave their evaluations in an online audio
experiment, including 53 males and 49 female between the
ages 18 to 68. More than two thirds of the listeners (70)
were not native Dutch speakers, and a majority of those
did not speak the language of the speech content.

As there is less control over the playback situation in an
online experiment, the participants were given the option to
replay audio files and choose their own pace (with an ex-
pected session of 15 minutes). The playback equipment is
unknown; but, consistent within listeners, and it resembles
performance in practical applications.

1.2 Results

A repeated measures ANOVA is used on this experi-
ment data to quantify the impact of audio quality and voice
agreeability on speech quality. The experiment is designed
with 4 speakers, 5 audio quality degradation types: clean,
pink noise, narrowband, packet loss, impulse noise. As the
gender of the speaker may also be an important aspect of
voice agreeability, this 5x4 design is modeled as 5x(2x2)
by introducing the variable speaker per gender. Because
the same listeners evaluated a subset of the speech files
which are tested under multiple conditions, the repeated
ANOVA variant is performed. This compensates for the
variability of the individual differences within subjects.

The results of the ANOVA are are provided in Table 1.
All audio- and voice quality aspects investigated were sig-
nificant. Audio quality proves to have the strongest effect,
followed by gender and speaker per gender, both repre-
senting voice agreeability aspects. Females voices scored
higher than male voices. The largest difference between lis-
teners who were native Dutch speakers and other listeners
was that native speakers showed a bias of a quarter of a
point in MOS values on the 5-point scale. This could indi-
cate a language familiarity effect.

Audio- and voice quality aspects both proved to have a
significant impact on the overall speech quality for both
those listeners who speak the Dutch language and those
who do not. A second experiment is required to quantify
the impact of pronunciation agreeability on speech quality.

2 Human ground truth 2

In order to quantify the impact of audio-, voice- and pro-
nunciation quality aspects on the overall speech quality an
experiment was set up that 1) varies the audio quality by
introducing audio degradations, 2) varies the voice agree-
ability by using multiple speakers and 3) varies the pro-
nunciation agreeability by having speakers pronounce the
speech content in two different ways. These pronunciations
will be indicated by the labels non-aroused and aroused.
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speaker dependency

Table 1. Results of a repeated measures ANOVA on
the effects of the audio quality conditions (Q, 5) x
speaker gender (G, 2) x speaker per gender (S, 2) on
the MOS values. Indicated are the variables tested and
their effects, with p < .001 in all cases.

Q G S specification of effect
. F(4,98) = 3735 n’=.60
. F(1,101) = 4629 n2 =3I
e F(1,101) = 1980 nZ=.16
o o F(498) = 973 n}=.28
. e F(498) = 1006 n3=.29
o o F(L,I01) = 4366 nj=.30

2.1 Methodology

This experiment is again of the ACR-type and results
are measured on a 5-point MOS scale. This subjective test
follows ITU-T Recommendation P.800 [10] as also applied
in the subjective experiments used in the development of
the P.863 [4] audio quality model, Section 1.

First the experimental design will be introduced, fol-
lowed by descriptions of the speech file preparation and
the subjective quality evaluation procedure. Finally, an
ANOVA of the subjective results is presented.

2.1.1 Design

The audio quality was varied by using the clean refer-
ence recordings and introducing two types of audio degra-
dations:

1. pink noise (SNR 25 dB, the same as in the voice agree-
ability experiment),

2. bandwidth limitation (40-3700 Hz, as opposed to O-
8000 Hz in the voice agreeability experiment)

In order to vary the voice agreeability there were 10 differ-
ent native Dutch speakers, each reading out the same two
sentences. There were 5 male and 5 female speakers aged
from 20 to 63.

The pronunciation agreeability was varied by instructing
speakers to read out the sentences in two different manners.
First at a calm pace, with slightly reduced intonation and
at a controlled volume (non-aroused) and then at a natu-
ral pace, with more intonation and at slightly more volume
changes (aroused).

The speech content consists of four sentence pairs, re-
sulting in (3 audio quality levels x 10 speakers x 2 pro-
nunciations X 4 sentence pairs =) 240 speech files. These
speech files were played in a unique, different, random or-
der to each of the (native Dutch speaking) listeners. This
compensates for ordening and learning effects. All listen-
ers judged the speech quality of all speech files.

2.1.2 Data acquisition

The files resulting from 10 native speakers were first
recorded and prepared as specified in the description of the
first experiment. The quality of the clean reference record-

3



SCHOEGJE ET AL

Table 2. Results of an ANOVA on the effects of the audio
quality conditions (Q, 5) x speaker gender (G, 2) x speaker
per gender (S, 2) x pronunciation agreeability (P, 2) on the
MOS values. Indicated are the variables tested and their
effects, with p < .001 in all cases except where p = .006.

Q G S P

specification of effect

. F(2,180) = 119172 1n2=.93
. F(1,180) = 53.18 np = .23

. F(4,180) = 1253 12 =22

e F(1,180) = 21864 1J=.55

o o F(4,180) = 1120 n2=.20
. . F(8,180) = 277 =11
o« e F(4,180) = 1142 n2=.20
o o o F(4,180) = 2486 12 =36

ings of this second experiment was then optimized by sup-
pressing minor residues of background noise (e.g. breath
of the speaker and system noise). This further increases
the separation of the audio versus voice- and pronuncia-
tion agreeability aspects. Noise suppression was performed
following [2], where manual noise suppression in silent in-
tervals slightly improved quality scores over any available
software. The audio quality of the clean reference files in
terms of predicted MOS, as estimated by P.863, again lies
between 4.70 and 4.75, the theoretical maximum.

2.1.3 Participants & Procedure

The quality assessment procedure follows the one ap-
plied in the subjective experiments used in the develop-
ment of P.863. The experiment was performed at various
low-noise low-reverb locations with high-quality diffuse-
field equalized headphones. The speech was played back at
a nominal sound pressure level in the acoustical domain of
73 dB at the Ear Reference Point [4], Section 1. The speech
content was played in four sessions of 60 sentence pairs
with three seconds of decision time between each pair. Be-
tween each session there was a small break (30 seconds)
with a longer break halfway through the experiment. This
takes around 40 minutes total.

25 listeners listeners assessed the speech quality, includ-
ing 16 males and 9 females between the ages 18 to 82.

2.2 Results

The ANOVA on the second experiment indicates the im-
pact of the various speech quality aspects on the overall
speech quality. The experiment was designed to vary audio
quality (clean reference, narrowband, pink noise), voice
agreeability (10 speakers) and pronunciation agreeabil-
ity (aroused, non-aroused). As the gender of the speaker
may also be an important aspect of voice agreeability, the
3x10x2 design is modeled as 3x(2x5)x2 by introducing the
variable speaker per gender. As each listener evaluated
each file a regular type of ANOVA was performed.

All significant speech quality factors with an estimated
variance (while controlling for other predictors) ng >0.1
on the MOS are summarized in Table 2. All audio-, voice-

4

PAPERS

and pronunciation quality aspects investigated were signif-
icant. A detailed analysis even showed that the worst clean
reference files (i.e. MOS 2.35, 2.65) were judged to be of
lower quality than the best degraded files (i.e. MOS 2.96,
2.92 for narrowband and MOS 3.27, 3.23 for pink noise).
Audio quality proved again to have the strongest effect,
and pronunciation agreeability proved to have a larger esti-
mated effect size than either variable related to voice agree-
ability (gender and speaker per gender). There was a strong
preference for the arousal pronunciation. speaker gender
was again more important than speaker per gender, with
females voices scoring higher than male voices.

A post-hoc Tukey test on audio quality shows its ef-
fect can be explained by the large difference between the
scores of the clean reference, pink noise, and narrow band
degraded files, with the difference between the latter two
barely significant at p = 0.048. A post-hoc Tukey test on
each of the 10 voices confirms that almost every voice sig-
nificantly differs from at least two other voices, confirming
the importance of individual voice agreeability.

The audio quality had a different impact on the different
voices, and especially the difference in impact on male and
female voices was significant. Whereas both degradations
were similar for male speakers, the narrow band degrada-
tion effected the female speakers more than the pink noise
degradation. This effect is related to the power spectral
density differences between male and female speakers. Fi-
nally the pronunciation agreeability affected the voices dif-
ferently, as the speaker’s level of arousal differed signifi-
cantly. This can also be seen as the duration ratio between
the non-aroused and aroused conditions, which varied be-
tween 1.00 and 1.10.

The ANOVA shows that voice- and pronunciation agree-
ability aspects have a significant impact on the overall
speech quality that is so large that the clean reference files
with the lowest speech quality scored lower than the best
rated files containing either audio degradation. The impact
of speaker dependency can thus be of the same order as a
40-3700 Hz bandwidth limitation or or 25 dB SNR pink
noise. It is expected that P.863 can be improved by taking
these aspects into account.

3 Modeling based on ITU-T Rec. P.863

In contrast to audio quality, voice- and pronunciation
agreeability aspects are not well understood. P.863 is fo-
cused on the audio quality. Many speech characteristics are
computed based on the recorded speech files, which may
quantify voice- and pronunciation agreeability. Based on
these, a speaker dependency module is trained which can
be used to extend an audio quality model such as P.863.

In modeling speech quality it is a priority to avoid over-
fitting on the training dataset. Every experiment should be
considered to have a very limited context compared to all
possible speech that should be modelled. In order to get
a stable voice agreeability model, the training and wider
scope validation are each carried out on one of the ground
truth datasets from two distinct experiments (see Sections
2 and 3). The data from the first experiment has more vari-
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ation in audio quality, less variation in voice agreeability
and no variation in the pronunciation agreeability. Because
of this a general, stable model extension can be developed
by using only the first experiment in the model training and
validated in a wider scope, using the data from the second
experiment.

3.1 Feature extraction

1028 speech descriptors were derived from the speech
signals, using the speech analysis software packages Voic-
eSauce 1.31 [18] and Praat 6.0.35 [6], using the packages
default parameter settings. The only exception is the pitch
estimation in VoiceSauce, which was done using Praat’s al-
gorithm (which is based on auto-correlation[5]). This was
done in order to use the same pitch algorithm for all pitch-
based characteristics. Although pitch extraction algorithms
were not compared here in terms of accuracy and robust-
ness, the Praat algorithm attained competitive accuracy in
previous works [1].

The VoiceSauce parameters were computed only for
voiced intervals, as they are invalid in unvoiced intervals.
The Praat scripts computed four versions of each descrip-
tor, which were using the non-silent frames from one of the
following pre-processed speech recordings:

1. unaltered

2. with unvoiced parts silenced

3. with voiced parts silenced

4. with everything except the vowels removed

A complete overview of the speech descriptors investi-
gated can be found in Table 3.

3.2 Model selection

70% of the ground truth 1 data set is used for training the
combined audio- and voice quality model. The remaining
30% is used for testing.

Because any speech experiment represents a limited
speaking context, the degrees of freedom of the module
should be limited to prevent overfitting. Especially given
the number of possible speech characteristics and dataset
sizes the curse of dimensionality is significant. Discover-
ing the best candidate models is approached by finding one
or two speech characteristics that most accurately predict
the subjective voice agreeability aspects while the P.863
predicted MOS is used for quantifying all audio quality as-
pects. This results in combined models with two or three
speech characteristics of which the P.863 predicted MOS is
the main indicator. Using four speech descriptors does not
lead to a significantly more accurate model. For each can-
didate model, a multiple linear regression model is trained
and tested on subsets of the first voice agreeability dataset.
Each candidate model trained on the 70% training data by
minimizing the Root Mean Squared Error* (RMSE*). This
extension on the RMSE error uses the 95% confidence in-
terval of the MOS values to weight the reliability of each
MOS value. This is the standard error measure used in the
P.863 development, and is fully described and motivated in
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speaker dependency

Appendix 1.4 of ITU-T Recommendation P.863 [12]. Next,
the candidate models are ranked by their RMSE* scores on
the 30% testing data.

After developing a combined audio- and voice quality
model, a further extension is developed. This extension fo-
cuses on quantifying the impact of pronunciation agree-
ability. The best combined audio- and voice quality model
is further extended using only the second ground truth
database. Modeling this second extension follows the same
methodology as of the voice agreeability model. However,
as only one data set is available on pronunciation agree-
ability, the results cannot be validated in a wider context.
For this further extension the ground truth data set 2 is also
split into 70% for training, and 30% is used for testing.

3.3 Validation
3.3.1 Human ground truth 1: Voice Agreeability
For testing on the training subset of the ground truth 1
dataset, results are shown on the 30% testing data. Figure
1 shows the P.863 predicted MOS, without a voice agree-
ability model, compared to the subjective MOS. The re-
sults correlate fairly well due to the variety of audio quality
degradations in the voice agreeability experiment, although
worse than usually due to the voice agreeability aspects.
Each audio quality degradation is visible as a cluster and
the cluster with the clear reference files all scoring near the
maximum theoretical audio quality score in P.863.
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Fig. 1. Predicting the MOS on the first (training) dataset with one
variable: P.§63-MOS.

The best combined audio- and voice quality model us-
ing only one additional speech descriptor uses the P.863
predicted MOS and the mean location of formant 4 in Hz
(vowel pre-processed). Compared to other formants the 4th
formant shows less variance, and it appears to quantify
the overall voice agreeability aspect. During the vowels
the power density of the signal most strongly exhibits cer-
tain characteristics of the voice, such as the formants. As
shown in Figure 2, this combined model no longer exhibits
the strong clustering tendency that was seen with P.863. It
explains the differences within the clusters, reducing the
RMSE* from 0.02 to 0. These error values are low due to
the large confidence intervals in the subjective results of
the experiment.
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Fig. 2. Predicting the MOS on the first (training) dataset with two
variables: P.863-MOS + 0.002 mean of formant 4 in Hz (vowel
pre-processed.

The best combined model candidates with two addi-
tional descriptors usually combine descriptors that did well
in the simpler models. The simpler model is stronger how-
ever, as the RMSE* score is only marginally improved
from O and the top model includes a speech characteristic
which overfits the audio degradations.

3.3.2 Human ground truth 2: Voice Agreeability
The resulting combined model of training on only the
ground truth 1 data is now presented on the (complete)
ground truth 2 dataset. Figure 3 shows the P.863 predicted
MOS compared to the subjective MOS. As this experiment
included more voice- and pronunciation agreeability ef-
fects, the P.863 predictions are not as accurate as normally
observed in speech quality experiments. Both audio degra-
dations affected the MOS values with similar strength and,
thus, there are only two clusters. There is one degraded au-
dio quality cluster (bandwidth 40-3700 Hz and SNR 25 dB)
and a clean reference cluster near the optimal audio quality.
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Fig. 3. Predicting the MOS on the second (testing) dataset with
one variable: P.863-MOS.

When the combined audio- and voice quality models
are validated on the ground truth data 2, it becomes ev-
ident that the formant 4 characteristic, which previously
performed best, does not generalize. Other candidate mod-
els outperform it because the bandwidth limitation (40Hz-
3700Hz) significantly affects the formant 4 values which

J. Audio Eng. Sco., Vol. 1, No. 1, 20XX X
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are otherwise located near the 4000Hz. Instead of the
formant 4 characteristic, the median pitch (vowel pre-
processed) characteristic is chosen. This is the best can-
didate model that does generalize across both experiments,
as the speaker-dependency module should also be accurate
for medium-quality systems. Using the combined model of
P.863 with this pitch characteristic the RMSE* drops sig-
nificantly on the second dataset, from 0.05 to 0.01 (see Fig-
ure 4).

Pitch is related to both voice agreeability and pronuncia-
tion agreeability. Analysis shows that higher pitched voices
are preferred, which is consistent with the result that fe-
male voices are preferred over male voices. Pitch is also
useful in quantifying pronunciation agreeability. Analysis
showed that an increase in arousal is usually accompanied
by an increase in both pitch and the speech quality.
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Fig. 4. Predicting the MOS on the second (testing) dataset with
two variables: P.863-MOS + 0.011 median pitch in Hz (vowel
pre-processed).

The large increase in model accuracy is obtained without
any training on the data of the second experiment. As these
experiments differ significantly in experimental scope, it
shows that the voice agreeability model can be expected to
have a stable behavior. Even more so as the first experiment
contained many ratings from listeners that did not speak the
language.A further extension of speaker dependency may
be possible by training on data of the second experiment,
which also varies the pronunciation agreeability.

3.3.3 Human ground truth 2: Pronunciation
Agreeability

The best combined audio- and voice quality model is
further extended with one characteristic in an initial at-
tempt to quantify pronunciation agreeability. After train-
ing on 70% of the ground truth 2 dataset the best candi-
date already overfits the audio degradations present. The
first model that does not overfit it uses a speech charac-
teristic which roughly estimates the variation in the first
two formants. It is obtained by multiplying the locations of
the first two formants in Hz and taking the standard devia-
tion (without pre-processing). The average locations of the
these formants rarely exceed 2000 Hz and hence only very
poor bandwidth limitations will affect this. This improves
the RMSE* from 0.02 to 0, but is not expected to general-
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ize. More experimental data is required for extending the
audio- and voice quality model towards an audio-, voice-
and pronunciation quality model.

4 Discussion

When assessing low-quality recording/reproduction
systems, audio quality dominates the perceived subjec-
tive speech quality. When assessing high-quality record-
ing/reproduction systems, the voice agreeability itself
becomes an important contributing factor to the perceived
overall speech quality when no ideal reference signal is
provided.

In this paper, we investigated the effect of voice- and
pronunciation agreeability in medium to high-quality voice
systems (pink noise with SNR of 25 dB or better, band-
width 40-3700 Hz or better). In these conditions, the com-
bined effect of voice- and pronunciation agreeability is of
the same order as of audio quality degradations. The best
bandwidth degraded and noise degraded speech files ob-
tained MOS values over 3.0, while the worst clean refer-
ence speech files obtained a MOS under 3.0. This shows
that even in medium-quality P.863 assessments one should
take into account voice- and pronunciation agreeability ef-
fects.

It has been clearly shown that both voice- and pronun-
ciation agreeability effects contribute significantly to the
overall speech quality. Two distinct experiments have been
executed. These provided two data sets, used to develop a
first stable speaker-dependency module to function in con-
junction to the ITU-T Recommendation P.863 audio qual-
ity model. This module includes voice agreeability aspects.
The combined model uses a linear combination of the
P.863 predicted MOS and median pitch frequency (vowel
pre-processed). The combined model significantly outper-
formed the P.863 audio-quality model. Subsequently, an
initial pronunciation agreeability extension for the module
was introduced by adding a rough measure of the degree of
variation in the vowel space, although this model could not
be properly validated yet.

New sets of validation data are necessary to validate the
current speaker dependency model’s robustness, in partic-
ular with respect to pronunciation agreeability. Preferably,
these should have relative small confidence intervals. The
two data sets for the current research did have confidence
intervals larger than normally obtained for similar research.
In particular, the second ground truth data set showed the
largest confidence intervals. Listeners were uncertain about
their judgments due to the variation in pronunciation agree-
ability. An increased number of subjects would help de-
crease the confidence interval.

As the speech characteristics should be valid for a wide
range of conditions, other methods of varying the voice
agreeability may be considered. Voice agreeability was
only varied within both experiments by varying the speak-
ers. An alternative is to quantify and modify the voice tim-
bre and to then compare multiple timbres for the same
voice in a subjective experiment. Quantification and ma-
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nipulation of voice timbre is possible using the power den-
sity spectrum [14].

The speaker dependency’s voice agreeability aspect
proved stable across experiments, even though an ANOVA
determined that listeners assess male and female voices
differently. Further investigation is required to confirm
whether this is because male and female voices are evalu-
ated differently or whether this follows from the pure signal
characteristics in the recorded speech. Similarly the inter-
action effects between voice agreeability and audio qual-
ity could be explored further. However, such extensions in-
crease the degrees of freedom and, consequently, the like-
lihood of over-fitting the data.

Finally, it should be noted that all results were based on
Dutch speech content with non-deviant voice- and pronun-
ciation types. Although the voice agreeability appears to
be stable whether listeners speak the language of the con-
tent or not, it is unclear whether or not voice agreeability
generalizes over languages.

The speaker dependency module offers a modest addi-
tion to the P.863 audio quality model; but, with excellent
results on two distinct, challenging, ground truth data sets.
Voice- and pronunciation agreeability aspects are unavoid-
able biases during Absolute Category Rating testing and
when testing an ever-increasing class of systems which ap-
ply voice enhancements. As such the speaker dependency
model introduced is the first step in a further improvement
of objective speech quality models, such as P.863.
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